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Slide Analysis and Dataset

• Analysis 50 presentations (1,127 slides in total) with
corresponding papers.

• Measure Topic Popularity, Extraction Coverage, Extraction 
Distance to find our target.

• We use the ACL Anthology Reference Corpus (Bird et al. 
2008) [1] (22,878 publications) as training data.

• Select slide topic with high popularity and extraction 
coverage. (i.e. Bold slide topics in Figure 1.)

Major Contribution

• We conduct an in-depth slide analysis, and have mined
frequently covered topics into the slide generation process.

• We adopt mutual learning in the unsupervised setting, where
we provide a general and flexible framework for integrating
prior knowledge to initiate the training.
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Experiment and Human Evaluation

• Both of our models obtain the best scores on precision
and BLEUᶲ.

• The performance curve shows our models are learning
stable and robustly.

• Human evaluation result shows that our model can
provide good basis for generating slides.

Figure 4. Training Framework
Neural Sentence Selection Model.

• Based on the work of Zhou et al. (2018) [2]

• Aims to capture the sentence semantic.

Log-Linear Classifier with Prior Knowledge.

• To provide initial guidance for unsupervised bootstrapping.

• Integrated features:

• Task-specific features: Keywords, Belonging Section

• General features: Sentence Position

• Signal from general pre-trained model: BERT-QA

Figure 2. Overview

Agent 1
Neural Sentence Selector

Agent 2
Log-linear Sentence Classifier

Unsupervised Mutual Learning

Prior Knowledge Integration

Figure 1. Slide Analysis

Learning Algorithm

• Adopt mutual learning in our unsupervised training
framework which trains two agents iteratively.

• The two-stage setting increases the robustness of the
early-stage training, and let the model able to make use
of a large amount of unlabeled data.

Figure 4. Accuracy Curve and Human Evaluation Result
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Figure 3. Log-linear Model

Task Formulation and Architecture

Given a slide topic 𝑻 and a paper 𝑷 with 𝑵 sentences
{𝑺𝟏, 𝑺𝟐, … , 𝑺𝑵}, the goal is to select topic-relevant sentences.


