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corresponding papers. Neural Sentence Selection Model.
* Measure Topic Popularity, Extraction Coverage, Extraction . Based on the work of Zhou et al. (2018) [2]

Distance to find our target.

Figure 4. Training Framework

 Aims to capture the sentence semantic. Experiment and Human Evaluation
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¢ The detail result and analysis can be found in the paper.



